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Abstract 

 
Processing low-resource languages, such as Kiswahili, using machine learning is difficult due to 
lack of adequate training data.  However, such low-resource languages are still important for 
human communication and are already in daily use and users need practical machine processing 
tasks such as summarization, disambiguation and even question answering (QA).  One method 
of processing such languages, while bypassing the need for training data, is the use semantic 
networks.  Some low resource languages, such as Kiswahili, are of the subject-verb-object (SVO) 
structure, and similarly semantic networks are a triple of subject-predicate-object, hence SVO 
parts of speech tags can map into a semantic network triple.  An algorithm to process raw natural 
language text and map it into a semantic network is therefore necessary and desirable in 
structuring low resource languages texts.  This algorithm tested on the Kiswahili QA task with up 
to 78.6% exact match. 

 
Keywords: algorithm, low resource language, question answering, semantic networks, Kiswahili. 

 

 

 

 

1. Introduction 

Low-resource resource languages, which includes many African languages, have not 
been widely used on the internet for practical user needs such as information retrieval, 
summarization, machine translation, disambiguation, question answering, or internet search.  
This is attributed to the low research focus on these languages due to lack of readily available tools 
to facilitate their processing.  Any natural language, spoken by people, would usually need to be 
processed in some way for it to be useful for practical user applications on the computer systems 
or the web (King, 2015). 

Structuring of natural language (NL) is a prerequisite step in the processing of the NL 
text for machines processing tasks.  Structuring of high-resource languages has been possible and 
has largely been done using the many available processing tools and training datasets.  However, 
low resource languages have not spurred much research interest, hence the available tools and 
datasets are comparatively few.  This could be due to lack of initial tools to even process the 
language data where it is available, or lack of training data when the need for training of models is 
necessary (Hirschberg & Manning, 2015). 

https://www.centerprode.com/ojit.html
https://doi.org/10.32591/coas.ojit.0702.01055w
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• Languages, both low and high-resource are important for communication. 

• Low resource languages lack vast data repositories necessary for machine learning. 

• Use of language part of speech tags can create meaning from the language. 

• An algorithm can create semantic networks out of the language parts of speech. 

• The semantic network of the language can do practical tasks such as QA. 

The processing of languages for use on the web or on other computer applications 
involves steps such as tokenizing, canonizing, normalizing to Unicode, stop work removal, 
synonym processing, stemming and even named entity recognition.  Thereafter, a knowledge 
representation is created using either a probabilistic or embedding approach to represent the 
language.  This is the representation that the computer processes to realize the practical user tasks 
such as searching, querying or information retrieval (Pennington et al., 2014).  These 
representations require training data before they are useful in practical systems (Y. Li et al., 2016; 
Yan & Jin, 2017).   

Knowledge representation (KR) refers to the use of symbols to represent propositions 
(Brachman & Levesque, 2004).  NL, which is what humans use for communication, is not directly 
representable in KR used by machines.  This is because NL suffers from ambiguity, inconsistency, 
and expressiveness, while machine learning agents need explicitly defined assertions to always 
represent correct meaning.  NL is therefore difficult to directly process in computing systems 
without some KR modelling methods.  Some of these modelling methods are frames, description 
logic, fuzzy logic or graphically (semantic networks, conceptual maps, and conceptual graphs).  

However, not all KR requires data for training.  One such KR being the graphical 
methods e.g. semantic networks (SN), concept maps and conceptual graphs.  The concept of 
interconnectedness of data, as represented in semantic networks, is already exploited in linked 
data systems.  Linking data enables data from diverse sources to be accessed through one entry 
point that in turns links to other data sources.  Linked data, which is just a series of interrelated 
triples, each linking another, is the request of the semantic web, which enables the querying of 
information from the data network (Berners-Lee, 2006).  

It is therefore possible to exploit the possibility and advantages of linking data to 
process knowledge and to represent it for other downstream applications.  Therefore, NL text 
structured as a SN is already good enough to be used in applications that require structured text, 
such as Question Answering tasks.  This is therefore done while bypassing the major bottleneck of 
processing low-resource languages, which is the lack of training data.  The NL text is therefore 
ready, as is, for structuring into a machine understandable format, hence a method of resolving 
the problem of low interest in low-resource languages (Besacier et al., 2014).  A step-by-step 
method of formatting this text, just based on the language structure itself is therefore desirable 
and can be represented as an algorithm. 

The study of the structure of NL as used by humans, confirms that they have a 
particular format in the construction of sentences and derivation of meaning.  The popular 
structures are of three formats, namely, subject-verb-object (SVO), subject-object-verb (SOV) and 
verb-subject-object (VSO) (Gell-Mann & Ruhlen, 2011; Marno et al., 2015).  One such low-
resource languages is Kiswahili, and it is an SVO language (Sánchez-Martínez et al., 2020).  
Kiswahili, also known as Swahili, is used by over 140million users worldwide and is predominantly 
spoken in the East African countries of Kenya and Tanzania as the national language.  The 
language is also used in many different countries in the world such as Australia, Canada, Saudi 
Arabia, UK and USA (omniglot, 2021).  It is therefore a language of international importance 
worthy of resourcing (Hirschberg & Manning, 2015). 
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Interestingly, the knowledge representation of a semantic network (SN) is a triple of 
subject-predicate-object (SPO), while some languages, such as Swahili, are structured as SVO.  
Careful study of the language structure (SVO) and SN structure (SPO) shows that the language can 
be mapped into a semantic network to give it meaning, through an SVO to SPO mapping.  This is 
done at the language structure level (part of speech), without the need for training data, which is 
usually not available for low-resource languages.  This means that a rule-based system is a 
candidate solution for structuring the language.  Such rules can easily be structured into an 
algorithm to guide any computer processing system on how to do the SVO to SPO mapping. 

There are many NL tasks that users derive from NL texts.  One of the tasks, Question 
answering (QA), remains a difficult NL problem with ongoing active research (De Cao et al., 2019; 
Welbl et al., 2018; Yao et al., 2019).  There have been different approaches employed in question 
answering tasks.  The deep learning method of Graph Recurrent Network (GCN) using GloVe word 
embeddings method trained on Wikihop data can process natural English language text and then 
do QA task (Song et al., 2018).  Other deep learning systems such as Embeddings from Language 
Model (ElMo) (Peters et al., 2018) and deep learning models such as BERT already process high-
resource texts to a high degree of accuracy, provided they are trained with large amounts of data 
(The Stanford Question Answering Dataset, 2021).  QA is therefore a candidate test case for 
confirming effectiveness of the SPO-to-SVO mapped knowledgebase. 

The objective of this research is therefore to develop a rule-based algorithm that maps 
the SVO structure of a low-resource language, into the SPO structure of a SN to then give the 
language a structure.  This structure is then exploited directly by a computer to understand, 
process, and do machine processing tasks on the language.  As proof of concept, the developed SN 
from the low-resource language is tested on the NL task of question answering to gauge 
applicability.  This research therefore benefits the many low-resource languages that are not being 
exploited now, mainly due to lack of training data.   

The rest of the article is structured as follows: section 2 highlights the methodology of 
developing the algorithm proposed in this research, while section 3 shows the results of using the 
algorithm in typical applications.  Sections 4 and 5 giving the discussions and conclusion of the 
research findings. 

 

2. Methodology  

This research aims at developing an algorithm to guide in the processing of raw text of 
a low-resource language, with the focus on the Kiswahili language.  The output of the algorithm is 
a semantic network triple formulated from NL text, just by a review of the parts of speech tags of 
the text itself. 

The algorithm developed in this research is based on a model of Swahili language 
processing from previous works (Wanjawa & Muchemi, 2021).  The model provided the pipeline 
stages and highlighted the SVO identification stage as a critical processing step, as now expounded 
in this research.  Figure 1. below shows the flowchart that describes the key stages in typical SVO 
identification from NL text. 

The flowchart shows that the initial processing stage after reading the input sentence 
is part of speech (POS) tagging of the text.  This tagging is important since the modeling of the 
language relies on the POS tags and not the words themselves.  It is the POS e.g. noun or verb that 
leads to the realization of a triple of subject-verb-object (SVO), which is then mapped into the 
semantic structure of SPO. 
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Figure 1. Flowchart for semantic network generation from natural language text (Source: author) 

The algorithm formulated in this research is shown in Figure 2 below.  It gives the 
step-by-step process of generating candidate SVO triples, and how to finally decide the most 
suitable SVOs for extraction as the final SVOs for the semantic network’s SPOs. 

 1. Start 
 2.  Read the NL text 
 3.  Count no. of sentences 
 4.  Set max_sentences 
 5.  Set counter = 0 
 6.  For sents from 1 to max_sent 
 7.  Read the sentence 
 8.  POST the sentence 
 9.  Count the COMMAs 
10.  If COMMA found DO Procedure COMMA_found 
11.  If NO COMMA found DO Procedure no_COMMA 
 
12.  //Procedure no_COMMA 
13.  If no COMMA in phrase:  
14.   Count VERBs 
15.   Set max_verbs 
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16.   If max_verbs > 0 DO Procedure VERBS_found 
17.   //Procedure VERBs found 
18.   verb_count = 0 
19.   Repeat 
20.   Set verb_count = verb_count + 1 
21.   Read POST of LHS of V 
22.   If N exists on LHS of V 
23.   Determine all Ns on LHS of V and create array of the Ns 
24.   Check RHS of V 
25.   If N exist on the RHS of V 
26.   Determine all Ns on RHS of V and create array of the Ns 
27.   // stitch each LHS token to every RHS token with V as connector 
28.   Set LHS_N_max 
29.   LHS_N_count = 0 
30.   Repeat 
31.    Set LHS_N_count = LHS_N_count + 1 
32.    New_LHS_phrase = LHS_N(count) + append the V 
33.    Set RHS_N_max 
34.    RHS_N_count = 0 
35.    Repeat 
36.    Set RHS_N_count = RHS_N_count + 1 
37.    New_triple = New_LHS_phrase + append the RHS_N(count) 
38.    Until RHS_N_count > RHS_N_max 
39.   Until LHS_N_count > LHS_N_max 
40.   else exit // the triple not possible, no N on RHS, despite having S-V 
41.   else exit // the triple not possible, no N on LHS of V 
42.   else DO procedure OTHER_Rules // triple not possible, no V, try other rules 
43.   //Procedure OTHER_RULES – set any other rules e.g. ‘is-a’ rules 
44.   If phrase has N-N – New_triple = N- <is_a> -N 
45.   If phrase has N-NUM – New_triple = N- <is_a> -NUM 
46.   etc. 
47.   else exit // triples not possible with current POS structure 
 
48.  //Procedure COMMA_found 
49.  If COMMA in phrase: 
50.   NEW_PHRASE = from start of sentence to COMMA position, excluding COMMA 
51.   DO Procedure No_COMMA 
52.   NEW_PHRASE = from start of sentence to V, ADD rest of sentence after COMMA 
53.   DO Procedure COMMA_found 
 
54.  End For  
55. End 

Figure 2. Algorithm for Semantic Network Generation from natural language text  
(Source: author) 

This research determined, through analysis of semantic network (SN) structures and 
language structure, that there was possibility of direct mapping of SPO to SVO, with unit of 
consideration being a sentence of phrase.  Preliminary preprocessing of any text therefore 
determines the sentence or phrase lengths using full stops and commas, then processing that 
sentence or phrase (algorithm line 1 to 13).  Further study on the sentence structure of SVO 
languages, such as Kiswahili, led to the realization that the key anchor to the SVO format of the 
language is the verb “V”.  The “V” could be just one, but then it can have several subjects (S) and 
objects (O) lying on both of its sides. 

The algorithm therefore determines the position of the verb (V) (line 14), then does 
several iterations to mine the POS on the left of the “V”, to get all the subjects.  It then keeps them 
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in a left hand side (LHS) array (line 22-23).  The algorithm then mines the right side of the “V” to 
determine all possible objects and stores them on the right-hand side (RHS) array (line 25-26).  A 
final array of dimension LHS (L) x RHS (R) is now created.  Any combination of L(1..n) + V + 
R(1..n) are candidate S-V-O triples, where “n” is the total number of identified POS tagged subjects 
or objects (usually NOUNS).  This generation of triples is what is achieved in line 38 of the 
algorithm.   

For example, a sentence deconstructed into 2L subjects and 3R objects creates a 2x3 
array with 6 possible SPO combinations.  All these 6 combinations are based on only one single 
connector predicate being the “V” (VERB).  These 6 possibilities as SPO candidate triples are: 

1. L1 + V + R1 

2. L1 + V + R2 

3. L1 + V + R3 

4. L2 + V + R1 

5. L2 + V + R2 

6. L2 + V + R3 

Where:  

Subject (S): L1, L2 are any subjects (usually a NOUN) – on the left hand side of the 
“V” 

Object (O): R1, R2, R3 are also any objects (still usually NOUN) – on the right hand 
side of the “V” 

Predicate (P): The static ‘V’ (VERB) is the predicate – in middle of the subject and 
object   

There are therefore 6 potential SPOs triples of SVO format (NOUN subject + V + 
NOUN object), which is the expected structure of an SVO format language.  That means that the 
algorithm is reformatting the SVO language into its basic SVO basic form. 

However, not all the language constructs of the low-resource language shall 
necessarily be exactly in the SVO order.  For example, some triples describe attributes such as “is-
a” relationship or even representation of attributes such as numbers or dates.  The algorithm 
therefore creates a processing routine to look for such language constructs and then creates triples 
of “is-a” type.  This is done when a “V” is not found in the sentence, while “N” exists.  Such 
additional rules can be quite many and are developed upon study of the POS tags of the NL text.  
These are implemented on lines 43 to 46 of the algorithm. 

This algorithm therefore describes a rule-based system that leverages the POS tags of 
the language, then uses these basic rules to formulate candidate SVO triples and then augments 
the basic rules by any other inclusion or exclusion criteria to further increase or filter out any 
triples that should be added or excluded from the final SVOs for creating the SN. 

All the final accepted SVOs are extracted and moved to a datastore in Resource 
Description Framework (RDF) format ready for further processing, including querying of the 
datastore using languages such as SPARQL. The triples stored as RDF can also be visualized on 
RDF graphs, which gives a visualization that the language has been decomposed into an 
interconnected structure. The proposed algorithm is then implemented using a typical 
programming language, such as Python, which is the chosen language to implement the algorithm 
in the tests done in this research as provided in the results section. 

 



Open Journal for Information Technology, 2024, 7(2), 55-70. 

______________________________________________________________________________________________ 

61 

3. Results 

TyDiQA dataset (Clark et al., 2020) is used as the data source for the following 
illustrations on how the algorithm processes NL text.  The Swahili language portion of TyDiQA 
has a gold standard set in JavaScript Object Notation (JSON) file format.  This file has 498 
examples, with a context, a question, and an answer.  Though TyDiQA is structured for machine 
learning tasks, we use it in the illustrations due to its ease of access and testing.  It can also be used 
as a comparator with other machine learning methods since it is already formatted for machine 
learning.  The full TyDiQA set is a collection of data in 11 languages i.e., Arabic, Bengali, English, 
Finnish, Indonesian, Kiswahili, Russian. Japanese, Korean, Thai and Telugu.  And even in this set 
of eleven languages, Kiswahili is among the bottom three in terms of number of examples available 
(Wu & Wu, n.d.).   

We show how the algorithm processes raw text from TyDiQA item ref. swahili--
3141018404948436558-0 as an example.  The JSON file content is reproduced below. 

{"title": "Chelsea F.C.", "paragraphs": [{"qas": [{"question": "Klabu ya Soka ya 
Chelsea ilianzishwa mwaka upi?", "answers": [{"text": "1905", "answer_start": 
135}], "id": "swahili--3141018404948436558-0"}], "context": "Chelsea Football 
Club ni klabu ya mpira wa miguu ya nchini Uingereza iliyo na maskani yake 
Fulham, London. Klabu hii ilianzishwa mwaka 1905, na kwa miaka mingi sana 
imekuwa ikishiriki ligi kuu ya Uingereza. Uwanja wao wa nyumbani ni Stamford 
Bridge ambao una uwezo wa kuingiza watazamaji 41,837, wameutumia uwanja 
huu tangu klabu ilivyoanzishwa."}]} 

Like all items on TyDiQA, this is a Wikipedia article in the Swahili language.  
Wikipedia has an English language equivalent of this article that would provide the English 
meaning of the Kiswahili text (Contributors to Wikimedia projects, 2021).  Though not the direct 
translation, the English version of Wikipedia is shown below: 

Chelsea Football Club is an English professional football club based in Fulham, 
West London. Founded in 1905, the club competes in the Premier League, the top 
division of English football. Chelsea is among England's most successful clubs, 
having won over thirty competitive honours, including six league titles and eight 
European trophies. Their home ground is Stamford Bridge. 

(*Note that the number of spectators, 41,837 is not mentioned on the introductory 
paragraph of the English version of Wikipedia)  

The algorithm creates a semantic network from the above NL text as per the flowchart 
in Fig. 1 and the description provided in section 2 above.  This is done through the following stages: 

 

3.1  Stage 1 

Count the number of sentences to determine the number of iterations in the 
processing, in this case 3 sentences, which means 3 iterations through the SVO processing 
algorithm. 

 

3.2  Stage 2 

Undertake iterations as per sentence count from stage 1 as per the following process: 
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3.2.1 Iteration 1 – sentence 1 

Check for any COMMAs in the sentence and count them, in this case one comma.  The 
rules of the algorithm assume that the comma is the enumeration type.  Using the comma 
procedure of the algorithm, the sentence is decomposed into 2 parts as below: 

Phrase 1 (everything upto the comma) - Chelsea Football Club ni klabu ya mpira 
wa miguu ya nchini Uingereza iliyo na maskani yake Fulham 

Phrase 2 (everything upto the V, then everything after the comma) - Chelsea 
Football Club ni klabu ya mpira wa miguu ya nchini Uingereza iliyo na maskani 
yake London. 

These two atomic phrases are processed in the full algorithm, which starts by 
undertaking the part of speech tagging (POST) of the first sentence ready for processing.  An online 
tool is available for simple POST tasks for Kiswahili (aflat, 2020).  It accepts any Kiswahili text 
and generates the POS tag. 

 
3.2.1.1 Phrase 1 processing (using the no comma) procedure 

Check for any VERBs (algorithm line 17), and since found (DEF-V:ni) - verb with no 
inflection, then check both the left and the right of the VERB and create an array of all nouns on 
the LHS and those on the RHS.  Thereafter, create all possible combinations of triples of S-V-O 
based on the anchor verb.  This process, as per algorithm line 37, generates triples ref. T1, T2 and 
T3 as shown on Table 1 below.  Since there are no other connector verbs in phrase 1, the rest of the 
triples from phrase 1 (ref. T4 to T9) are generated by considering other rules on line 43 of the 
algorithm such as “is-a” rules. 

The first column of the table (Ref.) points to the line number of the algorithm of Fig. 2 
that is being processed, while the triple in column 2 refers to the formulated candidate triples 
possible from the two or three POS tags considered.  Note that the POS is not lemmatized, though 
it is possible to generate the lemmas using other tools such as Treetagger (treetagger, 2020). 

Table 1. Parts of Speech extracted by Algorithm as suitable SVO triples 

Ref. Triple POS considered Generated Triples (Turtle format) 

17 POS PROPNAME DEF-V:ni N @prefix : <http://testing.123> 

 T1 Chelsea ni klabu :chelsea :ni :klabu . 

 T2 Football ni klabu :football :ni :klabu . 

 T2 Club ni klabu :club :ni :klabu . 

43 POS N GEN-CON N  

 T4 klabu ya mpira :klabu :ya :mpira . 

 T5 mpira wa miguu :mpira :wa :miguu . 

 T6 miguu ya nchini :miguu :ya :nchini . 

43 POS N PROPNAME    

 T7 nchini Uingereza   :nchi :ni :uingereza . 

43 POS PROPNAME CC N  

 T8 Uingereza na maskani :uingereza :ni :maskani . 

43 POS N PROPNAME    

 T9 maskani Fulham   :maskani :ni :fulham . 

43 POS N PROPNAME    

 T10 maskani London   :maskani :ni :london . 
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3.2.1.2 Phrase 2 processing (using the no comma) procedure 

This is treated just like phrase 1, hence we repeat all the considerations done in 
processing phrase 1.  Since phrase 2 is exactly same as phrase 1 apart from the last word, it 
generates all those triples already generated in phrase 1, apart from the last one which is different 
(T10 is generated instead of T9).  The list of all POS considered for SVO suitability and other POS 
considered by other rules in generating semantic network triples is shown on columns 3 to 5 of 
Table 1 above.   

 

3.2.2 Iteration 2 – sentence 2 

Follows the same process as above for sentence 1, by checking commas (one in this 
case) and the comma intention (conjunction to phrase 1).  It then processes each phrase through 
the full algorithm.  

 

3.2.3 Iteration 3 – sentence 3 

Follow the same process as above for sentence 1, by checking commas (one in this case) 
and the intention of the comma (conjunction to phrase 1).  It then processes each phrase through 
the full algorithm.  Note that the number 41,837 also has a comma, but the algorithm rules of 
number processing shall check for such to remove the comma for the number and only leave the 
one comma that combines the 2 phrases. 

 

3.3  Generating the Semantic Network 

All triples collected from the 3 sentences (3 iterations) are the triples that are then 
stored in a triple store, such as in RDF format.  The triples are now ready for practical NLP tasks 
such as question answering.  The diagrammatic visualization of the semantic network is shown in 
Figure 3. below.  The figure is generated from an online virtualization tool that accepts Turtle 
formatted RDF entries and then generate the graphical visualization (RDF Grapher, 2021).  
However, programming languages such as Python can also generate such graphs using existing 
libraries. 

 

Figure 3. Visualization of RDF triples created using the algorithm (Source: author) 
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3.4  Proof of Concept Question 

We test the SN on a typical NLP QA task.  The network in Figure 3. is generated from 
TyDiQA text ID swahili--3141018404948436558-0, which was annotated with a question as 
below: 

Q-Klabu ya Soka ya Chelsea ilianzishwa mwaka upi? 

(Q-When was Chelsea Football Club founded?) 

This answer is easily seen as the relationship between “Chelsea” and “founded” as per 
the visualization on Figure 3., though we query the datastore using SPARQL shown below (using 
Python RDFLIB module), since the triples are stored as RDF.   

SELECT ?s ?p ?o 

       WHERE { 

        {:chelsea ?p ?o .} 

        UNION 

        {?s ?p :mwaka .} 

        UNION 

        {:mwaka ?p ?o .} 

       } 

Note that in the Kiswahili language text, the concepts (club name and year founded) 
are in different sentences, however, the nodes and edges of the SN interconnect the whole story to 
show the inter-relatedness of the domain.  Additionally, words in both the texts of the context and 
the text of the question would usually need to be lemmatized so that the lemmas of the question 
text is aligned to the lemmas of the story text e.g., anza/anzishwa (found/founded) need to point 
to the same concept in the SN. 

The response obtained is shown below, with predicates and objects indicated in bold: 

http://testing.123/ni http://testing.123/klabu  

http://testing.123/klabu http://testing.123/anza  

http://testing.123/ni http://testing.123/1905 

With the final triple giving the figure of “1905”, which is the correct answer for this 
question.  Note that our query did not exploit the concept of date extraction, but rather an object 
extraction, with the object being the year/date.  It could have been possible to create RDF triples 
that indicate that “1905” is a date, then create a query to look for a date object on the graph. 

 

3.5 Testing the Algorithm on different QA datasets 

This algorithm was tested on 3 different question-answer datasets.  The first was the 
Tusome corpus (Kenya Ministry of Education, n.d.; Piper et al., 2018), which is a collection of texts 
for early childhood education in Kenya.  The exact match score for the sampled 33 QAs was 63.7% 
i.e. 21 correctly answered.  The second dataset was the TyDiQA set (Clark et al., 2020).  In TyDiQA, 
the low-resource language of Swahili has 17,613 training examples, 2,288 development set 
examples and 2,278 in the test set.  The gold standard set that supports SQuAD version 1.1 is a 
JavaScript Object Notation (JSON) file of 498 examples, with context, question, and answer.  The 
research tested the data on this gold standard set.   
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We used a purposive sample set of 54 questions to test the different question types.  
We dynamically created individual SNs of each story texts, then subjected these SNs to QA task on 
the fly.  The results were 35/54 correctly answered questions (64.8% exact match accuracy).  The 
distribution of questions tested in this set is shown in Table 2 below. 

Table 2.  Analysis of Questions subjected to the SN generated from texts in the TyDiQA corpus 

Question Type Date/Yr Num What Define Where Which Who Total 
Total 18 5 5 3 12 8 3 54 
Correct (EM) 12 3 4 0 8 6 2 35 

The final QA dataset used to test the algorithm was the KenSwQuAD dataset (Wanjawa 
et al., 2023).  This is a QA dataset of 7526 QA pairs based on 2585 texts.  The KenSwQuAD is a 
gold standard set Swahili QA dataset for testing QA systems. We sampled 365 questions using 
purposive sampling to ensure that each question type is selected when picking the texts to create 
the SNs in readiness for the QA task. Table 3 below shows the distribution of question types and 
the QA results.  We observe that 287/365 QAs were correctly answered, hence 78.6% exact match 
performance. 

Table 3. Analysis of Questions subjected to the SN generated  
from texts in the KenSwQuAD corpus 

Question Type Date/Yr Num What Define, 
How, 
Why 

Where Which Who Total 

Total 15 15 125 36 25 76 73 365 
Correct (EM) 8 9 118 0 21 66 65 287 

 

4. Discussions 

The research formulated an algorithm that is useful in creating structure out of a 
natural language (NL) text of a low-resource language such as Kiswahili.  Structuring language, or 
data, is usually a prerequisite step before further processing or mining of information.  For NL, 
structuring has been done using methods such as term-frequency-inverse-document frequency 
(TF-IDF), word embeddings and deep learning that include transformer models, depending on 
the ultimate use of the structured language.   

Many of the existing machine learning models which are used to structure NL need 
training data, which is readily available for high resource languages e.g. English, French, Chinese, 
Arabic etc.  However, low-resource languages, such as Kiswahili and many other African languages 
how few datasets for use in machine learning models.  Despite this drawback, languages, including 
low-resource, are important for human communication and are useful in disseminating 
information that can be lifesaving, such as during disasters, natural calamities, medical 
emergencies e.g. during the Corona Virus Disease (COVID) pandemic and even terrorism 
incidences. 

However, some knowledge representation systems such as semantic networks (SNs) 
do not necessarily need training data.  These methods have traditionally been applied in other 
domains that deal with unstructured data processing to get inter-relatedness of entities or objects 
e.g. Facebook (X. Li & Boucher, 2013), LinkedIn Graph (Markovic & Nelamangala, 2017) and 
Google Knowledge graph (Singhal, 2012). 

The same reasoning of inter-relatedness of objects has been used in this research to 
structure natural language text.  Some low-resource languages, such as Kiswahili, have a generic 
structure described as subject-verb-object (SVO) – a general inter-relatedness of a triple of 



B. W. Wanjawa, L. Muchemi & E. Miriti – Algorithm for Semantic Network Generation from Texts … 

_________________________________________________________________________ 

66 

subject-verb-object. On the other hand, semantic networks have a triple of subject-predicate-
object (SPO) relationship, hence an SVO-to-SPO mapping is possible.   

Mapping SVO pattern of a language to SPO structure of a semantic network is however 
not trivial, since language sentences are hardly a three-word triple of S then V then O. The research 
algorithm provided the method of identifying and extracting suitable SVO from NL text to map 
into the SPO of SNs. The method is based on rules that pick out these SVO triples. Only the part 
of speech (POS) is required, not the words of the language itself. The main consideration is to start 
by identifying the key verb (V) as the predicate, then work both backwards and forward to 
determine the subject(S) and object(O), usually nouns. Finally, increase coverage by considering 
other language constructs e.g., “is-a” relationships. Ultimately, there cannot be a ruleset that 
covers all aspects of the very expressive nature of NL. Some sentence constructs shall still be 
parsed incorrectly or not at all.  

Since only the POS tags are necessary in creating the SN, any language whose POS is 
known can therefore be structured into a SN. This research only tested the direct link between 
SVO language structure to the SPO structure of the SN. However, by similar reasoning, an 
algorithm can still transform even an SOV language to a SPO structure of a SN.  

The results got for the proof of concept task of QA from the SNs created from NL test 
realized an accuracy of 64.8% on exact match for the sampled TyDiQA set (Clark et al., 2020) and 
78.6% exact match on the KenSwQuAD dataset (Wanjawa et al., 2023).  These results show that 
the NL texts have been structured into SNs that now represent these domains, hence are capable 
of practical tasks on the NL text, with no training data.  The only prerequisite is the POS tagging 
of the NL text.   

However, we observe that this SN based method performs quite well at object-enquiry 
type of questions (who, what, where, when/date) and not on the explanatory types of questions 
(define, why).  This is expected, since SN by its very nature is an object linking method, where 
objects such as language POS tags are interlinked using connectors, which are also POS tags.  
Querying is therefore an enquiry into the objects within the SN.  Reasoning questions require 
much more than simple object linking within a context.  As reported on that KenSwQuAD 
research, even deep learning methods could not perform well on QA task based on the same 
dataset due to the limited training data, achieving only an F1 score of 59.4% and exact match of 
48% (Wanjawa et al., 2023). 

Some shortcomings and challenges with the use of the proposed rule-based algorithm 
are noted when processing typical language POS constructs. One problem noted is the 
determination of intention of the COMMA part of speech.  In some cases, the comma signifies the 
enumeration of related items in a list, while in other cases it may signify the start of a new phrase 
that is related, or not, to the first phrase.  Commas can also be used after initial startup words or 
to split phrases, or mark pauses, and even within numeric values. The same problem of 
interpretation is observed with semicolons, colons, slashes, hyphens, and apostrophes.  The 
algorithm has just modelled a few commonly used constructs and usually defaults to skipping any 
other possible extractions that are not on the ruleset.  Processing direct speech or drama/plays is 
still a problem with rule-based or other methods of NL processing. 

Other language processing challenges in general include named entity recognition 
(NER) that should be done at POS tagging. Currently, without NER tool, the named entity is just 
decomposed into separate nouns, and the connecting verb (V) is just likely to link each left-hand 
side noun with some right-hand side object.  This is manifested in the example where the named 
entity “Chelsea Football Club” is decomposed into three separate proper nouns, instead of one 
single named entity.  Each of the proper nouns is then equated to be a club, instead of one single 
named entity being the club. 
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Coreference resolution is another challenge that we face when processing low resource 
language text.  In our three-sentence example of Fig. 3, we see a graph that is not fully connected, 
despite this being one connected domain.  The lack of connectedness is caused by how sentence 3 
is processed, since it no longer mentions the subject by name, but uses “it” instead.  An NLP tool 
to resolve this article “it” into the proper name of the subject is not available for now.  However, 
these shortcomings also present an opportunity for further research into resolving these identified 
challenges. 

 

5. Conclusion 

This research formulated an algorithm for use in transforming a natural language text 
of a low-resource language into a semantic network.  The low-resource language tested in this 
research was an SVO-type language of Kiswahili.  Tests done on the Kiswahili language texts 
structured into semantic networks using the algorithm have confirmed that the language is given 
a structure.  The task of question answering has further been used as proof of concept confirming 
that the structured language is capable of practical use including querying using existing querying 
languages. 

Structuring the natural language text into triples that fit the semantic network 
structure is however not trivial and hence a guiding algorithm is necessary.  This is because the 
natural language text of Kiswahili, though described as SVO-type, does not necessarily mean that 
the sentences are a series of S then V then O.  It is much more complex, and an algorithm with its 
ruleset decomposes the complexity to guide on the exact processing steps in generating the final 
SVO triples.  The research recognized that anchoring on the V(verb) as the starting point, it is then 
possible to process the suitable subjects and objects, and then combine the suitable SVO triples 
for extraction into a datastore. 

The algorithm has been tested in practical datasets of Tusome (Kenya Ministry of 
Education, n.d.), TyDiQA (Clark et al., 2020) and KenSwQuAD (Wanjawa et al., 2023), where we 
confirm that it is possible to create semantic networks by just leveraging on the POS tags of a 
language, achieving 78.6% exact match performance on the KenSwQuAD dataset, with no training 
data. Only the parts of speech tagging were the prerequisite. This structured language is then of 
practical computer information processing tasks such as QA. Alternative methods such as machine 
learning, deep learning and even transformer models, that are highly successful in other high-
resource languages, are unfortunately not applicable in the case of many of the low-resource 
languages that do not have training data. 

Challenges still abound, such as dealing with direct speech within the texts and the 
inability to create rules that cover all language constructs e.g. intentions of punctuation such as 
commas, semicolons, and hyphens. Additional challenges include dealing with named entities 
which need to be resolved into noun objects. Co-reference resolution also stands in the way of 
linking language concepts into a jointed network during processing. Other non-SVO relationships 
are also difficult to catch and model e.g. ‘is-a’ relationships. An increased rule set may assist in 
resolving some shortcomings, though natural language is so expressive hence difficult to fully 
model. As was done with the high-source language of English, deliberate research and 
development is needed for low resource languages to come up with all these tools that assist in 
resolving these challenges. 

There is also the challenge of being able to perform the initial part of speech (POS) 
tagging itself, which is a prerequisite for the algorithm. This however is also an opportunity to 
focus research interests on POS tagging as a priority, to in turn start exposing these languages to 
machine processing.  Language dictionaries, which are usually available in some form, can be a 
starting point in generating POS tags.  Only the POS tags and the application of an algorithm such 
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as what we propose in this research, are needed to then create a knowledgebase of the language 
ready for practical use.   

Researchers still need to work towards collection of the datasets of low-resource 
languages so that existing methods that perform well in high-resource languages, such as deep 
learning models, can also be tried for low-resource languages to see whether there is improved 
performance compared to the rule-based systems. An immediate research opportunity is using the 
algorithm to process SOV-type low-resource languages. A tweak on the algorithm should be able 
to structure such SOV language into SPO structure of a semantic network.  This can be done after 
the study of the SOV sentences and an analysis of how meaning is formed from the texts of these 
languages by SOV linkages. This should further extend the coverage of the potential languages for 
structuring based on this research algorithm. 
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Abstract 

 
This comprehensive literature review navigates the complex landscape of interface issues, 
encompassing user interface design, human-computer interaction (HCI), and usability 
challenges across diverse digital environments. By synthesizing a wide array of research findings, 
theoretical frameworks, and empirical studies, this review offers a comprehensive analysis of 
interface issues prevalent in contemporary digital platforms. The review employs a systematic 
search strategy across various academic databases and search engines, utilizing keywords and 
controlled vocabulary to identify relevant literature. Screening and selection processes rigorously 
apply inclusion/exclusion criteria to ensure the inclusion of studies aligned with the review's 
focus. Data extraction involves the development of a structured form to capture essential details 
from selected studies, facilitating the synthesis and analysis of key findings. Through this review, 
common themes, trends, and emerging perspectives in interface design and HCI are identified, 
shedding light on current challenges and proposing avenues for future research and practical 
implications. This review serves as a valuable resource for researchers, designers, and 
practitioners seeking to navigate interface issues and enhance user experiences in digital 
environments. 

 
Keywords: interface issues, user interface design, human-computer interaction (HCI), usability 
challenges. 

 

 

1. Introduction 

The paper reviews how software usability can be enhanced for users with limited 
computer literacy by extracting user interface design principles (Darejeh & Singh, 2013). It 
identifies three key user groups requiring special attention: elderly users, children, and individuals 
with mental or physical limitations (Huppert, 2003). By comparing previous research, 
commonalities in user interface needs are identified, leading to the extraction of principles such 
as reducing feature complexity, avoiding technical terms, and providing customization options 
(Dudley & Kristensson, 2018). Implementing these principles can address usability issues and 
increase user satisfaction for individuals with less computer literacy. 

Additionally, it highlights the increasing complexity of human-computer interfaces 
due to rapid digital technology advancements (Lance et al., 2012). Users of digital interactive 
products need to continuously learn various interfaces, programming languages, and 
environments. The question arises whether complaints about bad interaction design stem from 
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product design flaws or users’ lack of understanding of human-machine interaction logic (Huang, 
2009). Moreover, it highlights the concept of User Interfaces for All in Human-Computer 
Interaction, emphasizing the need for computational environments that cater to a broad range of 
human abilities, skills, and preferences. It challenges the traditional approach by advocating for 
proactive design strategies to address the diverse needs of users (Stephanidis, 2001). 

Finally, introducing the interactive service-based applications, the concept of service 
composition and different types of services, including conventional, software, and hybrid services. 
It highlighted the influence of Web2.0 technologies in enabling end users to participate in web 
development and emphasized the move towards the internet of services (Namoune, Wajid & 
Mehandjiev, 2009). 

 

1.1 Research motivation 

Interfaces are the main point of contact between users and technology in the modern 
digital age, impacting user experience, productivity, and general satisfaction (Bias & Mayhew, 
2005). However, there are a lot of obstacles that come with designing and implementing 
interfaces, from usability problems to accessibility concerns. In order to obtain a solid grasp of the 
current problems, new trends, and creative solutions, it is imperative that the literature on 
interface-related topics be thoroughly examined (Schulz, 2018). 

This study attempts to identify critical factors influencing interface effectiveness and 
usability across a range of domains, including software applications, websites, mobile devices, and 
interactive systems (Zahabi, Kaber & Swangnetr, 2015), by critically analyzing and synthesizing 
the abundance of research available. The goal of the research is to provide useful insights that can 
guide the design and development of more user-friendly and intuitive interfaces by identifying 
frequent errors and best practices. 

Additionally, the study aims to further interface design theory and practice by 
addressing the gaps and limits in existing information. The ultimate objective is to make it easier 
to create interfaces that improve user engagement, productivity, and pleasure; this will raise the 
standard of human-computer interaction experiences in both personal and professional settings. 

 

1.2 Research methodology 

When undertaking a systematic exploration of interface-related literature, it is 
imperative to employ a structured methodology, which includes distinct steps such as search 
strategy formulation (Aromataris & Riitano, 2014), screening and selection of relevant studies 
(Lefebvre et al., 2019), and thorough data extraction and synthesis (Li, Higgins & Deeks, 2019), as 
illustrated in the Table 1 below. 

Table 1. Research Methodology 

Step Description Reference 

 

Search 

Strategy 

Identifying relevant databases and search engines such as IEEE Xplore, 
ACM Digital Library, PubMed, and Google Scholar. Developing 
comprehensive search strings using a combination of keywords and Boolean 
operators (e.g., "user interface design" AND "human-computer 
interaction"). Utilizing controlled vocabulary where applicable to improve 
search precision (e.g., MeSH terms for PubMed). Setting clear inclusion 
criteria based on publication date range, language, study design, and 
relevance to interface issues. Documenting the search strategy including the 

Aromataris 
& Riitano, 
2014 
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databases searched, search strings used, and any filters or limits applied for 
transparency and reproducibility. 

Screening 
and 
Selection 

Screening the search results based on titles and abstracts to identify 
potentially relevant studies. Applying predefined inclusion and exclusion 
criteria to assess the eligibility of each study. Retrieving the full texts of 
potentially relevant studies for further evaluation. Conducting a detailed 
assessment of each full-text article to confirm its alignment with the review's 
focus on interface issues. Resolving conflicts or discrepancies in study 
selection through discussion or consultation with a third reviewer. 

Lefebvre et 
al., 2019 

Data 
Extraction 

Developing a structured data extraction form to systematically capture 
relevant information from selected studies. Pilot-testing the extraction form 
on a subset of articles and refine it as necessary to ensure completeness and 
consistency. Independently extracting data from each selected study using 
the finalized extraction form, recording details such as author(s), 
publication year, study design, sample characteristics, key findings, and 
theoretical frameworks. Verifying the accuracy and consistency of extracted 
data through cross-checking and resolving any discrepancies through 
consensus or reference to the original studies. Organizing the extracted data 
into a comprehensive dataset, grouping it by relevant categories or themes 
identified during the review process. 

Li, Higgins 
& Deeks, 
2019 

 

2. Thematic analysis 

2.1 Software usability for users with less computer literacy 

According to Darejeh and Singh (2013), it is important to recognize cognitive changes 
in elderly users, such as memory and information processing issues, when designing user 
interfaces. Furthermore, the review by Belda-Medina and Kokošková (2023) underscores the 
necessity of creating intuitive interfaces for children that align with their preferences, such as 
employing visual elements and interactive features to enhance engagement. Additionally, Hasan 
(2020) emphasizes the significance of enhancing accessibility for users with physical or mental 
limitations by integrating features like screen reader compatibility, customizable options for font 
and color, and clear navigation paths to cater to diverse user needs and improve overall usability. 

On the other hand, Darejeh and Singh (2013) assert that the principles for user 
interface design for users with less computer literacy should emphasize simplifying interactions 
by reducing feature complexity, ensuring interfaces are intuitive without requiring extensive 
exploration, and employing larger components for improved visibility. Moreover, Kalbach (2007) 
advocates for avoiding technical jargon and providing customization options for font, color, and 
size to enhance user experience. Finally, Tidwell (2010) suggests that incorporating descriptive 
texts aids understanding, particularly for elderly and visually impaired users, while incorporating 
engaging graphical objects like avatars or icons increases software appeal, especially for children 
and users with cognitive challenges. 

 

2.2 Challenges in HCI design for mobile devices 

Challenges in HCI design for mobile devices revolve around hardware limitations such 
as small screens and weight constraints, which hinder the effective presentation of information. 
These constraints force designers to find creative solutions to optimize user interactions within 
the limited space available on mobile interfaces (Huang, 2009). Additionally, software challenges 
like hierarchical menus and navigation issues arise due to the small screen sizes of mobile devices, 
making it challenging to organize and present information efficiently (Ziefle & Bay, 2006). Despite 
the limitations imposed by the devices' portability requirements, designing for portability forces 
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designers to innovate and build user-centered solutions that improve the usability and 
functionality of mobile interfaces (Kuniavsky, 2010).  

On the other hand, as users need simple mobility, Kuniavsky (2010) contends that 
designing for portability is crucial for mobile devices. The constraints of small screens and limited 
resources present significant hurdles in effectively displaying information on these devices. 
Therefore, interaction design must focus on meeting user needs and ensuring usability to enable 
seamless navigation and interaction with content on mobile interfaces (Billinghurst & Starner, 
1999). This user-centered approach is critical for developing intuitive, user-friendly interfaces that 
cater to the varied requirements of mobile device users, enhancing their overall experience and 
satisfaction with the technology (Lowdermilk, 2013). 

 

2.3 User interfaces for all 

User Interfaces for All represents a groundbreaking concept within Human-Computer 
Interaction, advocating for the development of computational environments that accommodate a 
broad spectrum of human abilities, skills, requirements, and preferences (Stephanidis, 2001). This 
paradigm challenges the conventional one-size-fits-all approach by endorsing proactive design 
strategies that proactively anticipate and cater to the needs of diverse user populations. Such an 
approach underscores the significance of crafting interactive software that is accessible and usable 
by all users across various contexts, thereby emphasizing the necessity for interfaces to exhibit 
adaptable and adaptive behaviors to effectively accommodate different user groups (Fuglerud, 
2014). 

Nevertheless, HCI Challenges encapsulate the ever-evolving landscape of Human-
Computer Interaction, especially in the context of the Information Society (Ho et al., 2009). These 
challenges revolve around the imperative to adapt to the escalating reliance on computer-
mediated activities, transitioning from mere productivity tools to integrated environments 
accessible to all. Designing for a heterogeneous user base, encompassing individuals with 
disabilities or varying abilities, presents intricate complexities necessitating innovative solutions 
and methodologies to ensure the usability and accessibility of interactive systems for all users 
(Shneiderman, 2000). The ongoing discourse and research endeavors in HCI underscore the 
dynamic nature of the field, emphasizing the criticality of addressing emerging challenges to 
augment the effectiveness and inclusivity of interactive systems. 

 

2.4 Interactive service-based applications 

The Interactive service-based applications introduce the concept of service 
composition and various service types, including traditional, software, and hybrid services. They 
emphasize the influence of Web2.0 technologies, enabling end users to engage in web 
development and transitioning towards the internet of services (Namoune, Wajid & Mehandjiev, 
2009). The review investigated into users’ mental frameworks regarding service composition, 
aiming to grasp their beliefs and expectations (Namoune, Wajid & Mehandjiev, 2009). It explored 
users’ attitudes towards innovative service leveraging, identifying risks like privacy concerns and 
benefits such as increased efficiency (Pearson, 2013). Ultimately, the objective was to bridge the 
gap between users' mental models, associated risks, and benefits to enhance user-friendly service 
composition tools and practices (Desolda, Ardito & Matera, 2017).  

The findings from the review revealed that users have diverse mental models regarding 
service composition, with varying beliefs and expectations when combining services (Kang, 
Dabbish, Fruchter & Kiesler, 2015). Users showed a willingness to innovate and leverage services 
creatively but expressed concerns about privacy and data security risks. Additionally, users 
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perceived benefits such as increased efficiency and customization when engaging in service 
composition (Trischler, Pervan, Kelly & Scott, 2018). 

To address concerns regarding service composition, one proposed approach involves 
raising user awareness about associated benefits and risks (Kamari, Corrao & Kirkegaard, 2017). 
Another suggestion is to simplify the composition process with user-friendly tools and guided 
support, catering to users with varying technical skills (Lizcano, Alonso, Soriano, & Lopez, 2011). 
Finally, implementing quality standards and testing procedures can mitigate risks and enhance 
user confidence in utilizing such technologies effectively (Zhao, Loucopoulos, Kavakli & Letsholo, 
2019). 

 

3. Findings and results 

The table 2 below presents a comprehensive analysis of key findings in various 
thematic areas within Human-Computer Interaction (HCI). It synthesizes significant insights 
gathered from recent literature, shedding light on important discoveries and trends in interface 
design, usability challenges, and interactive technologies. 

Table 2. Findings in human-computer interaction thematic areas 

Thematic 
Area 

Findings Reference 
 

Software 
Usability for 
Users with Less 
Computer 
Literacy 

• Cognitive changes in elderly users, such as memory and 
information processing issues, should be recognized in 
interface design.  

• Design principles should focus on reducing feature 
complexity and avoiding technical jargon.  

• Providing customization options enhances user experience. 

• Descriptive texts aid understanding. 

Darejeh & Singh 
(2013); Kalbach 
(2007); Tidwell 
(2010) 

Challenges in 
HCI Design for 
Mobile Devices 

• Hardware limitations like small screens and weight 
constraints hinder effective presentation of information.  

• Designing for portability necessitates innovative solutions 
to enhance usability despite constraints.  

• Mobile interfaces should focus on meeting user needs and 
ensuring usability. 

Huang (2009); 
Kuniavsky (2010); 
Billinghurst & 
Starner (1999) 

User Interfaces 
for All 

• Computational environments should cater to a broad range 
of human abilities and preferences.  

• Proactive design strategies are essential to address the 
needs of diverse user populations. 

Stephanidis (2001) 

HCI Challenges • The field of HCI faces challenges in adapting to the 
escalating reliance on computer-mediated activities.  

• Designing for a heterogeneous user base requires innovative 
solutions to ensure usability for all users. 

Ho et al. (2009); 
Shneiderman 
(2000) 

Interactive 
Service-based 
Applications 

• Users have diverse mental models regarding service 
composition, with varying beliefs and expectations.  

• Users perceive benefits such as increased efficiency and 
customization in service composition. 

Namoune, Wajid & 
Mehandjiev (2009); 
Pearson (2013) 

• Raising user awareness about associated benefits and risks 
is crucial.  

• Simplifying the composition process with user-friendly 
tools and guided support empowers users with varying 
technical skills. 

• Implementing quality standards and testing procedures can 
mitigate risks and enhance user confidence. 

Kamari, Corrao & 
Kirkegaard (2017); 
Lizcano, Alonso, 
Soriano & Lopez 
(2011); Zhao, 
Loucopoulos, 
Kavakli & Letsholo 
(2019) 
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4. Contribution and future research 

4.1 Contribution 

By combining important data from several theme areas, this study makes a substantial 
contribution to the field of Human-Computer Interaction (HCI) by providing insightful 
information on interface design principles, usability issues, and new trends. It enhances the 
understanding of interface-related issues and highlights areas for improvement in HCI theory and 
practice. The comprehensive examination of interface usability for users with limited computer 
literacy, challenges in HCI design for mobile devices, user interfaces for all, and interactive service-
based applications provides a solid foundation for informing the development of more intuitive 
and user-friendly interactive systems. Additionally, the study’s structured methodology sets a 
precedent for future research endeavors in HCI, emphasizing the importance of systematic 
approaches to examining interface-related literature and extracting actionable insights. 

 

4.2 Future research 

Moving forward, future research in HCI could explore several promising avenues to 
build upon the findings presented in this study. Firstly, there is a need to investigate advanced 
interface design techniques that leverage emerging technologies such as augmented reality (AR), 
virtual reality (VR), and artificial intelligence (AI) to enhance user experiences and accessibility. 
Secondly, researchers could focus on developing user-centered design methodologies that 
facilitate greater user involvement in the design process, ensuring that interfaces truly meet the 
needs and preferences of diverse user groups.  

Cross-cultural interface adaptation represents another promising area for future 
exploration, with studies examining the cultural factors influencing interface usability and 
effectiveness, and strategies for adapting interfaces to different cultural contexts. Additionally, 
there is a growing need to address ethical considerations in interface design, particularly 
concerning issues such as privacy, data security, and algorithmic bias, to ensure that interfaces 
uphold ethical standards and respect users’ rights and values. Longitudinal studies tracking users' 
interactions with interfaces over time could provide valuable insights into how usability, 
satisfaction, and engagement evolve, identifying opportunities for continuous improvement. 

Finally, research focusing on accessibility and inclusive design practices can further 
advance the field by exploring best practices for designing interfaces that are accessible to users 
with disabilities, promoting inclusivity for all users.  
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